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i,i \ D ~ ' D  
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r ' - -  rb+l, rb+2, • . .  r~ 

where E and  O are the  inden t i ty  and  nul l  matrices. 
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A description is given of a computer program representing an adaptation of a least-squares method 
of molecular structure refinement based on gaseous electron-diffraction sector-mierophotometer 
data. 

I n t r o d u c t i o n  

The principles of a least-squares ref inement  method,  
based on gaseous electron-diffract ion sector-micro- 
photometer  data,  were described in  the preceding 
art icle (Itedberg & Iwasaki,  1964; hereafter  called 
H & I). In  a typica l  appl icat ion of the method  some 
200 observations and  10-15 parameters  m a y  be han- 
dled, and  the calculat ions involved are extensive 
enough to mer i t  use of an  automat ic  computer.  Be- 
cause the power of the method  should a t t rac t  increas- 
ing a t ten t ion  from workers in  gaseous electron dif- 
fraction, and  because the  computa t ional  problems 
posed are quite different  from those encountered in  
X-ray  diffraction,  a description of a computer  pro- 
g ram seems appropriate .  

In  the  account g iven here we seek to present  only 
the  ma in  features  of the  program and  in  a way  to 
make  clear the sequence of operations. The actual  
program, which will  be of l i t t le  interest  to others 
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since it  was wr i t ten  for a non-s tandard  ALWAC I I I -E ,  
differs in  un impor t an t  detai ls  from the flow diagrams.  
The complexi ty  of the program is in par t  d ic ta ted  b y  
the na ture  of the computa t ional  problem and  in par t  
by  the properties of the  ra ther  slow computer  super- 
posed on our objectives of making  the  ref inement  as 
au tomat ic  as possible and  as versat i le  as the  basic 
in tens i ty  equat ion H & I (14) permits.  Thus, i t  has  
been necessary to bui ld  in  special features such as 
optional  approximat ions  which allow savings of t ime,  
or checking calculations with optional recycling to 
protect a large inves tment  of t ime. Use of one of the 
widely avai lable  high-speed computers,  where a refine- 
ment  cycle for the typica l  problem ment ioned above 
would require seconds or minutes  ins tead of 1-1½ hours 
as i t  does with ALWAC I I I -E ,  would make  these 
features unnecessary and  lead to simplifications.  

Lis t  of  s y m b o l s  

For fur ther  explanat ion  of m a n y  of the following 
quant i t ies  see H & I. 

A Matr ix  of derivatives.  
A= A~m= {gkIT~'°(s)/~xdN.~ 

B B = A ' P A .  
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D~, D~, D~' Matrices used in calculation of J.  See 
Appendix  of H & I. 

F °bs Matrix of observed values of function. 
F°bS= {I°bs(~)}N1. 

• . F ° Matrix of function corresponding to trial  
values of parameters. F ° =  {kI~alc(8))N1. 

F Matrix of function corresponding to ad- 
justed values of parameters. 
F = F ~  = {kI~'c(~) } ~ .  

J Matrix expressing dependence of non- 
parameter interatomic distances on dis- 
tances chosen asparamete rs .  

J =  ( ~d~/ ~ri}ai. 
N N= F°bs--F=(I°bS(s)--lCI~lC(S))gl. 
P Diagonal weight matrix.  P = (Po)NN; 

P i g { = 0  i~: j  
= Pii i = j  . 

X Matrix of corrections to trial values of 
parameters. 

Y Y = A ' P N .  
~(Xq) Standard error. 

. . . .  a(Xq)=[B~l(V'PV)/(1V_m)]½. 
A~o Phase coefficient for atomic pair i, j .  

An Scattered amplitude from nth type of 
symmetry  equivalent atomic pairs. 
A n = A o  or A n = A o .  

Ao Constant scattered amplitude. 
(A0) Vector of values of constant amplitudes. 
Ao Variable amplitude. 

Ail = n'Z~ZjFiFj cos A ~ .  
(A~j) Matrix of values of variable amplitudes. 

b Arbi t rary constant used in calculation of 
P. 

d Number of interatomic distances not par- 
ameters, d = n -  i. 

d~ Interatomic distances not parameters. 
e Number of different kinds of atoms. 

F~ Atomic coefficient of atom k normalized 
to an arbi t rary  reference atom M. 
F~ = (z~  - A  ) ( z .  - f~ ) -~  z ~ z ~  1. 

I~alc(8) Calculated scattered intensity. 
I~al¢(s) = ~ Anrn 1 exp ( - :~1%'z~. ~,~ J sin srn. 

n 
c a l c  I~, (s) Scattered intensity arising from a single 

type of symmetry-equivalent  atomic 
pairs. 

c a l c  - - 1  I n (S) = A n t  n exp ( -- ½12ns 2) sin srn. 
I°bS(S) Observed scattered intensity. 

i Number of different interatomic distances 
taken as parameters. 

(i, j )  Vector of subscripts identifying a vari- 
able amplitude. 

j Number  of mean amplitudes of vibration 
taken as parameters. 

(j) Vectors of subscripts designating mean 
amplitudes takel~ as parameters. 

]c Amplitude scale parameter.  
k = [ 2  I°bS(s).I°~ic(s)]/Z, (Ic~l¢(s)2. 

8 8 

In Root-mean-square amplitude (mean am- 

plitude) of vibration of nth  type  of 
symmetry-equivalent  atomic pairs. 

l~ Mean amplitude corresponding to dis- 
tance ri. 

(10) Vector of values of root-mean-square am- 
plitudes (mean amplitudes). 

m Total number of parameters, m = i + j  + 1. 
2/ Number  of observations. 
n Number of different types of symmetry-  

equivalent atomic pairs or interatomic 
distances. 

n' Number of symmetry-equivalent  distances 
of a given type. 

(n') Vector of values of n'. " 
rn Interatomic distance of nth type of sym- 

metry-equivalent atomic pairs. 
ri Interatomic distances taken as parame- 

ters. 
(r0) Vector of values of interatomie distances. 

S S = [ ( V ' P V ) / ( N , m ) ] ½ .  
s Electron diffraction variable. 

s =4~) .  -1 sin 0 . 

Features  of the  p r o g r a m  

The main features of the program are the following. 
1. Any number of parameters up to 30 may be 

refined simultaneously. 
2. The amplitudes An may be constants or vary  

with s. 
3. Molecules with up to five different atoms may be 

refined using variable amplitudes An (any number 
with constant amplitudes). 

4. The refinement may be based on any continuous 
range of s and any interval As. 

5. The starting value of the scale parameter  k may  
be calculated automatically or a trial value read. 

6. Any number up to ( n - 1 )  of the mean ampli- 
tudes 1,, may be held constant. 

7. The diagonal weight matr ix  may be read in, or 
it may be calculated according to the formula 
P = J / ' s  exp (-bs2), where b is an arbi t rary  constant 
and X a normalization constant. 

8. The J matr ix may be read in or calculated from 
bond-distance and bond-angle parameters. 

9. Correct calculation of B is assured by an auto- 
matic sum-check which initiates recalculation in 
case of machine error. A 'manual '  sum-check in place 
of the automatic sum-check is optional. 

10. The B -1 matr ix  from a previous refinement 
cycle may  be used optionally. 

11. Inputs  are F °bs, P or b, 8rain, 8max, As, k (op- 
tional), n, i, j ,  (r0), (/o), and (j) if j 4 n, for all refine- 
ments. Additional inputs are J ,  or a row vectors of 
D~, and d row vectors of Dz~ if J is to be calculated; 
and (A0) or e, (n'), ( i , j)  and (A~j) depending upon 
whether An in I~alC(s) are constants or vary  with s. 

12. Outputs are F °bs (optional), P (optional), J 
(optional), k, (r0), (/o), D~ (when J is calculated), A 
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Fig. I. Input routine flow diagram. - - 
Selectors indicate operator choices, branched lines from a box indicate an internal choice. 

Dashed boxes indicate operations actually carried out in Other routines. 

(optional), sum-checks (if 'manual' was elected), 
N 'PN,  A'PN,  B, BX, V'PV, S, B -1, X_+ a(X), (r~), 
(da), (1), and F (optional). 

P r o g r a m  r o u t i n e s  

The program consists of four routines: input, control, 
derivative, and least-squares. The input routine is 
concerned principally with data storage, a~d the cal- 
culation of P and J. The control routine coordinates 
the operations of the other routines, calculates dis- 
tances and mean amplitudes for the corrected struc- 
ture, and arranges for outputs. The derivatives routine 
calculates/c, Fcal°, A, and quantities to be used in the 
sum-check. The least-squares routine calculates the 
sum-check, forms the normal equations, and solves for 
X and a(X). A description of the more important 
functions of each routine follows. 

Input routine 
I t  is with this routine that  the refinement problem 

is defined. Choices to be made are: (1) Which (if any) 
of the In are not to be parameters ? (2) Are the An to 
be constants or variables ? (3) Is a P matrix different 
from unity needed, and if so is it to calculated by the 
standard formula or read ? (4) Is a J matrix needed, 
and if so is it to be calculated or read ? Decisions re- 
garding these are made by combinations of manually 
operated selector switches and code words accompany- 
ing the data, and occasionally by the nature of the 
data themselves. For example, as may be seen from 
Fig. 1, the first choice above is decided by a selector 
set to read 8rain, Smax, etc. and by j and n; an input 
of the parameters of the starting model is next re- 
quested, followed by a request for input of (j) if j~:n. 

In addition to defining the type of refinement this 
routine arranges for data storage and calculates P 

and J,  if necessary. The method of the J matrix cal- 
culation is found in the appendix of H & I. 

Control routine 
The functions of this routine are seen from Fig. 2. 

Observed data are handled in blocks of 31. Derivatives 
are first calculated, after which the results are con- 
veyed to the least-squares routine where components 
of B are obtained from them. This process, repeated 

,[ 

"l 

Fig. 2. Control routine flow diagram. 
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Fig. 3. Derivatives rout ine  f low diagram. Selectors indicate operator  choices, b ranched  lines f rom a box 
indicate an  internal  choice. 

for the remaining data, is indicated by the first three 
boxes in the figure. When the last block is complete 
and the normal equations solved, the new distances 
and mean amplitudes are calculated in preparation for 
a new cycle. 

Derivatives routine 
The primary function of this routine is the calcula- 

tion of A. The flow of operations is seen from Fig. 3. 
The routine begins with calculation of the exp × sin sr,, 
and exp x cos sr,, functions using constant or vari- 
able An (the principles of the variable An calculation 
are briefly described in Appendix I): the exponential 
part  is done first, so that  when it becomes insignifi- 
cant the remainder of the calculation can be skipped. 
The derivatives ~In/~rn are obtained from these 
(H & I (18)) as well as ~kIU~lc=It. If a trial value of 
/c was not supplied to the input routine it is calculated 
before forming N. The derivatives OIsl~ls are next 
calculated; these are simply ~I,,l~l,, if no In are held 
constant, otherwise the l~ to be refined (ls) and the 
corresponding Is are first picked up using (j) (Fig. 1). 
The calculation of ~I U ~r~ follows a somewhat similar 
scheme: If d=O these are given by the ~I,,l~r,, ob- 

tained in the first step d the routine; if d#0 the J 
matrix must be employed (Fig. 1). After calculation of 
the sum-check vector a decision for output of deriva- 
tives is required; if an output is elected a recalculation 
option is available. 

Least-squares routine 
The flow diagram is given in Fig. 4. Two alternative 

paths are available depending upon whether B from 
the previous refinement cycle is to be used or not. 

In early refinement cycles path 1 is followed. Elements 
of B, Y, and N ' P N  are calculated and the sum-check 
(Appendix II) made for each block of data, the pro- 
gram alternating between this and the derivatives 
routine through the main control routine. Two sum- 
check options are available. With the manual sub- 
routine a decision to recalculate (in case of an error) 
or to proceed with the next block of data is required; 
with the automatic subroutine the decision is made 
internally. After the final block of data has been 
handled Y and N ' P N  are output and the normal 
equations solved. Before output of B -z, BX and Y 
must be compared to check the matrix inversion and 
a decision made to refine B -1 or to proceed. The 
refinement cycle is completed with calculations and 
outputs of V'PV, X_+ a(X), and the new parameter 
values. A new cycle may then be started, or an in- 
tensity curve corresponding to the refined structure 
taken out. Path 2, followed in late cycle of refinement, 
shortens the time required. In this path the derivatives 
are calculated as before, followed by Y and N 'PN;  
outputs of B and B -1 are omitted. 

APPENDIX I 

When variable amplitudes A~s are to be used it is 
necessary to prepare a table of (Ais), blocks of which 
are read in as needed. The table is prepared for each 
combination of different atom pairs (for example all 
compounds of C, H and 0 use the same table); if 
wished, this may be done by a separate routine from 
sub-master tapes of F~, themselves prepared from 
master tapes of f~. (Ais) may be thought of as a 
matrix of e(e+l)  rows and N columns, blocks of 
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Fig. 4. Least-squares routine flow diagram. Paths 1 and 2 are alternative options. Selectors indicate operator choices. 

which are read in as needed. Each block consists of 
31 data for each atom pair type. The derivatives 
routine selects, using (i, j ) ,  the appropriate data as- 
sociated with a given rn when needed. This vector of 
subscripts consists of n elements and is determined 
by the order in which the F~ tapes were read in to 
form the table of (Atj). Thus, if Fz for C, H, and 0 
were used in that  order, all C ' - "  C distances are 
designated by 1, 1; all C . . "  H by 1, 2 all H . . .  H 
by 2, 3; etc. Appropriate weighting of the different 
terms is obtained from (n'). 

APPENDIX II 

We designate by ZA a vector with elements consisting 
of the sum of elements in a row of A. If this column 
is used to augment A, premultiplication of the aug- 
mented matrix U gives an extra column U~'A of 
which the kth element is 

i i i i 

Now, the kth element of a vector XUA with elements 
consisting of the sum of elements in each row of UA, is 

and, hence 

. ~  Z uk~a~j 
j i 

m 

U X A = X U A .  

In the sum check calculation the matrix U above is 

A'P,  and the comparison made is XA'PA with A'PXA. 
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